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CHAPTER 1
FIRST AND SECOND LAWS

1-1. Introduction

One reason why the study of thermodynamics is so valuable to
students of chemistry and chemical engineering is that it is a theory
which can be developed in its entirety, without gaps in the argument,
on the basis of only a moderate knowledge of mathematics. It is
therefore a self-contained logical structure, and much benefit—and
incidentally much pleasure—may be obtained from its study. Another
reason is that it is one of the few branches of physics or chemistry
which is largely independent of any assumptions concerning the
nature of the fundamental particles. It does not depend on ‘mech-
anisms’, such as are used in theories of molecular structure and
kinetics, and therefore it can often be used as a check on such
theories.

Thermodynamics is also a subject of immense practical value. The
kind of results which may be obtained may perhaps be summarized
very briefly as follows:

(@) On the basis of the first law, relations may be established
between quantities of heat and work, and these relations are not
restricted to systems at equilibrium.

(b) On the basis of the first and second laws together, predictions
may be made concerning the effect of changes of pressure, tem-
perature and composition on a great variety of physico-chemical
systems. These applications are limited to systems at equilibrium.
Let y¥ be a quantity characteristic of an equilibrium, such as the
vapour pressure of a liquid, the solubility of a solid, or the equilibrium
constant of a reaction. Then scme of the most useful results of thermo-
dynamics are of the form

(@ In x) __ (A characteristic energy)

2 ’
oT P RT
dlny\ _ (A characteristic volume)
3]) t - RT ’

The present volume is mainly concerned with the type of results
of (b) above. However, in any actual problem of chemistry, or the
chemical industry, it must always be decided, in the first place,
whether the essential features of the problem are concerned with
equilibria or with rates. This point may be illustrated by reference to
two well-known chemical reactions.
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In the synthesis of ammonia, under industrial conditions, the
reaction normally comes sufficiently close to equilibrium for the
applications of thermodynamics to prove of immense value.} Thus
it will predict the influence of changes of pressure, temperature and
composition on the maximum attainable yield. By contrast in the
catalytic oxidation of ammonia the yield of nitric oxide is determined,
not by the opposition of forward and backward reactions, as in
ammonia synthesis, but by the relative speeds of two independent
processes which compete with each other for the available ammonia.
These are the reactions producing nitric oxide and nitrogen respec-
tively, the latter being an undesired and wasteful product. The useful
yield of nitric oxide is thus determined by the relative speeds of these
two reactions on the surface of the catalyst. It is therefore a problem
of rates and not of equilibria.

The theory of equilibria, based on thermodynamics, is much
simpler, and also more precise, than any theory of rates which has yet
been devised. For example, the equilibrium constant of a reaction
in a perfect gas can be calculated exactly from a knowledge only of
certain macroscopic properties of the pure reactants and products.
The rate cannot be so predicted with any degree of accuracy for it
depends on the details of molecular structure and can only be cal-
culated, in any precise sense, by the immensely laborious process of
solving the Schrédinger wave equation. Thermodynamics, on the
other hand, is independent of the fine structure of matter,{ and its
peculiar simplicity arises from a certain condition which must be
satisfied in any state of equilibrium, according to the second law.

The foundations of thermodynamics are three facts of ordinary
experience. These may be expressed very roughly as follows:

(1) bodies are at equilibrium with each other only when they have
the same degree of ‘hotness’;

(2) the impossibility of perpetual motion;

(3) the impossibility of reversing any natural process in its entirety.

In the present chapter we shall be concerned with expressing these
facts more precisely, both in words and in the language of mathe-
matics. It will be shown that (1), (2) and (3) above each gives rise to
the definition of a certain function, namely, temperature, internal
energy and entropy respectively. These have the property of being
entirely determined by the state of a body and therefore they form
exact differentials. This leads to the following equations which contain
the whole of the fundamental theory:

+ The error in using thermodynamic predictions, as a function of the extent
to which the particular process falls short of equilibrium, is discussed by
Rastogi and Denbigh, Chem. Eng. Science, 7 (1958), 261.

1 In making this statement we are regarding thermodynamics as having
its own secure empirical basis. On the other hand, the laws of thermodynamics
may themselves be interpreted in terms of the fine structure of matter, by the
methods of statistical mechanics (Part I1I).
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dU=dg+dw,
dS=dg/T, for a reversible change,
dS8>0, for a change in an isolated system,

AU=TdS—pdV+Zudn; for each homogeneous part
of a system.

Subsequent chapters of Parts I and II will be concerned with the
elaboration and application of these results. The student is advised
that there is no need to commit any equations to memory; the four
above, together with a few definitions of auxiliary quantities such as
free energy, soon become familiar, and almost any problem can be
solved by using them.

In conclusion to this introduction it may be remarked that a new
branch of thermodynamics has developed during the past few
decades which is not limited in its applications to systems at equi-
librium. This is based on the use of the principle of microscopic
reversibility as an auxiliary to the information contained in the laws
of classical thermodynamics. It gives useful and interesting results
when applied to non-equilibrium systems in which there are coupled
transport processes, as in the thermo-electric effect and in thermal
diffusion. It does not have significant applications in the study of
chemical reaction or phase change and for this reason is not included
in the present volume.}

1-2. Thermodynamic systems

These may be classified as follows:

Isolated systems are those which are entirely uninfluenced by
changes in their environment. In particular, there is no possibility of
the transfer either of energy or of matter across the boundaries of
the system.

Closed systems are those in which there is the possibility of energy
exchange with the environment, but there is no transfer of matter
across the boundaries. This does not exclude the possibility of a
change of internal composition due to chemical reaction.

Open systems are those which can exchange both energy and matter
with their environment. An open system is thus not defined in terms

t For an elementary account of the theory see the author’s Thermodynamics
of the Steady State (London, Methuen, 1951). Also Prigogine’s Introduction to
the Thermodynamics of Irreversible Processes (Wiley, 1962), Callens’ Thermo-
dynamics (Wiley, 1960), Fitt’s Non-Equilibrium Thermodynamics (McGraw-Hill,
1962), van Rysselberghe’s Thermodynamics of Irreversible Processes (Hermann,
1963) and de Groot and Mazur’s Non-Equilibrium Thermodynamics (North
Holland Publishing Co., 1962). For criticism see Truesdell’s Rational Thermo-
dynamics (McGraw-Hill, 1969).
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of a given piece of material but rather as a region of space with
geometrically defined boundaries across which there is the possibility
of transfer of energy and matter.

Where the word body is used below it refers either to the isolated
or the closed system. The preliminary theorems of thermodynamics
all refer to bodies, and many of the results which are valid for them
are not directly applicable to open systems.

The application of thermodynamics is simplest when the system
under discussion consists of one or more parts, each of which is
spatially uniform in its properties and is called a phase. For example,
a system composed of a liquid and its vapour consists almost entirely
of two homogeneous phases. It is true that between the liquid and
the vapour there is a layer, two or three molecules thick, in which
there is a gradation of density, and other properties, in the direction
normal to the interface. However, the effect of this layer on the ther-
modynamic properties of the overall system can usually be neglected. .
This is because the work involved in changes of interfacial area, of
the magnitudes which occur in practice, is small compared to the
work of volume change of the bulk phases. On the other hand, if it
were desired to make a thermodynamic analysis of the phenomena
of surface tension it would be necessary to concentrate attention on
the properties of this layer.

Thermodynamic discussion of real systems usually involves cer-
tain approximations which are made for the sake of convenience
and are not always stated explicitly. For example, in dealing with
vapour-liquid equilibrium, in addition to neglecting the interfacial
layer, it is customary to assume that each phase is uniform throughout
its depth, despite the incipient separation of the components due to
the gravitational field. However, the latter effect can itself be treated
thermodynamically, whenever it is of interest.

Approximations such as the above are to be distinguished from
certain tdealizations which affect the validity of the fundamental
theory. The notion of isolation is an idealization, since it is never
possible to separate a system completely from its environment. All
insulating materials have a non-zero thermal conductivity and allow
also the passage of cosmic rays and the influence of external fields.
If a system were completely isolated it would be unobservable.

1-3. Thermodynamic variables

Thermodynamics is concerned only with the macroscopic properties
of a body and not with its atomic properties, such as the distance
between the atoms in a particular crystal. These macroscopic pro-
perties form a large class and include the volume, pressure, surface
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tension, viscosity, etc., and also the ‘hotness’. They may be divided
into two groups as follows:

The extensive properties, such as volume and mass, are those which
are additive, in the sense that the value of the property for the whole
of a body is the sum of the values for all of its constituent parts.

The intensive properties, such as pressure, density, etc., are those
whose values can be specified at each point in a system and which
may vary from point to point, when there is an absence of equi-
librium. Such properties are not additive and do not require any
specification of the quantity of the sample to which they refer.

Consider the latter class and let it be supposed that the system
under discussion is closed and consists of a single phase which is in
a state of equilibrium, and is not significantly affected by external
fields. For such a system it is usually found that the specification of
any two of the intensive variables will determine the values of the
rest. For example, if I, I, ..., I, ..., I,,, are the intensive properties
then the fixing of, say, I, and I, will give the values of all the others.

Thust L=fI,I) (j=3,4,...,n) (1-1)

For example, if the viscosity of a sample of water is chosen as 0.508
% 10-3 N s m—2 and its refractive index as 1.328 9, then its density
is 0.988 1 g em~3, its ‘ hotness’ is 50 °C, etc. In the next section,
instead of choosing viscosity and refractive index, we shall take as
our reference variables the pressure and density, which are a more
convenient choice. On this basis we shall discuss what is meant by
‘hotness’ or ‘temperature’ (which it is part of the business of
thermodynamics to define), and thereafter we shall take pressure
and temperature as the independent intensive variables, as is always
done in practice.

What has just been said, to the effect that two intensive properties
of a phase usually determine the values of the rest, applies to mixtures
as well as to pure substances. Thus a given mixture of alcohol and
water has definite properties at a chosen pressure and density. On
the other hand, in order to specify whi¢h particular mixture is under
discussion it is necessary to choose an extra set of variables, namely,
those describing the chemical composition of the system. These vari-
ables depend on the notion of the pure substance, namely, a substance
which cannot be separated into fractions of different properties by
means of the same processes as those to which we intend to apply our

t The equation means that I,, I,, ete., are all functions of I, and I,. Thus
I,=f(I,, I,) might stand for I,=I{1}, I,=1I,/I3, etc. A simple relation of this
kind is 7T'=constant p[p for the temperature of a gas as a function of its pres-
sure and density. However, for most substances and properties the precise
form of the functional relationship is unknown.
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thermodynamic discussion; for example, the simple physical processes
such as vaporization, passage through a semi-permeable membrane,
etc. If there are ¢ pure substances present, the composition may be
expressed by means of ¢ — 1 of the mole fractions, denoted z,, z,, ...,
Z4—y- Thus in place of the previous relation we have

Ii=f(II’I2’x1:z29"‘)«Tq——l)- (1'2)

These considerations apply to each phase of the system.

Turning now to the extensive properties it is evident that the choice
of only two of these is insufficient to determine the state of a system,
even if it is a pure substance. Thus if we fix both the volume and mass
of a quantity of hydrogen, it is still possible to make simultaneous
changes of pressure and of ‘hotness’. An extensive property of a pure
phase is usually determined by the choice of three of its properties,
one of which may be conveniently chosen as the mass (thereby deter-
mining the quantity of the pure phase in question) and the other two
as intensive properties. For example, if B,, E,, ..., E, are extensive
properties, then any one of them will usually be determined by the
same two intensive variables, I, and I, as chosen previously, together
with the total mass m. Thus

E=mxfI,I) (i=1,2,...,7). (1-3)

This equation expresses also that H, is proportional to m, since E, is
additive. It will berecognized that the quotient E,/ m, of which specific
volume is an example, is a member of the group of intensive variables.
Such quotientsare called specific properties. Inthe case of a phase which
is a mixture it is also necessary, of course, to specify the composition:

E;=m xf(I;, Ly, %y, %, ooy ¥y 1) (1-4)

It may be remarked that thermodynamics provides no criterion
with regard to the minimum number of variables required to fix the
state of a system. There are a number of instances in which the
remarks above with regard to two intensive variables fixing the
remainder are inapplicable. For example, we can find pairs of states
of liquid water, one member of each pair being on one side of the point
of maximum density and the other member on the other side, each of
which have the same density and the same pressure (chosen as greater
than the vapour pressure) and yet do not have identical values of
other properties, such as viscosity. This is because the density does
not vary monotonically with the other variables, but passes through
a maximum.

In other instances it is necessary to introduce an extra variable of
state. For example, in the case of a magnetic substance it will be
necessary to specify, say, the field intensity together with pressure
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and ‘hotness’. Similarly, in the case of colloids, emulsions and fine
powders the properties are greatly affected both by the total inter-
facial area and by the distribution of the particles over the size range.

The minimum number of variables of state, whose values determine
the magnitudes of all other macroscopic variables, is thus an em-
pirical fact to be determined by experience. In any particular applica-
tion, if it is found that the system does not appear to obey the laws of
thermodynamics, it may be suspected that an insufficient number of
variables of state have been included in the equations.

1-4. Temperature and the zeroth lawf

In the last section only passing reference was made to the property
of ‘hotness’. It is part of thermodynamics to define what is meant
by this, whereas the mechanical and geometrical concepts, such as
pressure and volume, are taken as being understood.

Now it is a fact of experience that a set of bodies can be arranged in
a unique series according to their hotness, as judged by the sense of
touch. That is to say, if 4 is hotter than B, and B is hotter than C,
then 4 is also hotter than C. The same property is shown also by the
real numbers; thus if n,, 7, and n, are three numbers such that n,>n,
and n, > n,, then we have also »n,> n,. This suggests that the various
bodies arranged in their order of hotness, can each be assigned
a number such that larger numbers correspond to greater degrees
of hotness. The number assigned to a body may then be called its
temperature, but there are obviously an infinite variety of ways in
which this numbering can be carried out.

The notion of temperature must clearly be placed on a more exact
basis than is provided by the sense of touch. Furthermore, in order to
avoid any circularity in the argument, this must be done without any
appeal to the notion of heat, which follows logically at a later stage.

The definition of temperature now to be obtained depends on what
happens when two bodies are placed in contact under conditions
where their pressures and volumes can be varied independently.
For this purpose each body must be enclosed by an impermeable wall
which can be moved inwards or outwards.

It is useful to think of two kinds of impermeable wall. The first,
which will be called diathermal or non-adiabatic, is such that two
bodies separated by a wall of this kind are nevertheless capable of
exerting an influence on each other’s thermodynamic state through
the wall. The existence of diathermal materials is, of course, a matter
of common experience and shortly they will be identified as materials

1 The discussion of temperature and the first law is based on that of Born,
Phys. Z. 22 (1921), 218, 249, 282; also his Natural Philosophy of Cause and
Chance (Oxford, 1949).
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capable of transmitting what will then be called keat. The second
type of wall will be called adiabatic. A body completely surrounded by
a wall of this kind cannot beinfluenced (apart from the possible effects
of force fields) from outside, except by compressing or expanding the
wall, or otherwise causing internal motion.

As remarked by Pippardt the adiabatic wall may be thought of
as the end stage of a process of extrapolation. A metal wall is clearly
diathermal in the above sense; on the other hand the type of
double, and internally highly evacuated, wall used in a vacuum flask
is almost completely adiabatic. The concept of the ideal adiabatic
wall is thus a legitimate extrapolation from the conditions existing
in the vacuum flask.

The definition which has been made does not depend on any previous
knowledge of heat. Similarly, we-shall speak of any change taking
place inside an adiabatic wall as being an adiabatic process. Bodies
will also be said to be in thermal contact when they are either in direct
contact (e.g. two pieces of copper) or in contact through a non-
adiabatic wall (e.g. two samples of gas). Their final state, when all
observable change has come to an end, is called thermal equilibrium.

Now it is a fact of experience that if bodies 4 and B are each in
thermal equilibrium} with a third body, they are also in thermal
equilibrium with each other. This result is so familar that it is regarded
almost as a truism. However, there is no self-apparent reason why it
should be so, and it must be regarded as an empirical fact of nature
and has become known as the zeroth law of thermodynamics. It is the
basis of the scientific concept of temperature, which may now be
outlined as follows.

We consider two bodies, each of them a homogeneous phase in a
state of internal equilibrium, which are in contact through a non-
adiabatic wall. The thermodynamic state of each body may be com-
pletely specified by means of two variables only, and these may con-
veniently be chosen as the volume per unit mass and the pressure.
These variables will determine the property called ‘hotness’, together
with all other properties. Let the variables be p and » for the one body
and P and ¥ for the other. When they are brought into contact in this
way, at initially different degrees of hotness, there is a slow change in
the values of the pressures and volumes until the state of thermal

t Pippard. Elements of Classical Thermodynamics. Cambridge, 1961.

1 It has been pointed out by I. P. Bazarov (Thermodynomics, p. 4,
Pergamon, 1964) that the fact that isolated systems do reach a state of
equilibrium, and do not depart from it spontaneously, is essentially a basic
postulate of thermodynamics. Hatsopoulos and Keenan (Principles of General
Thermodynamics, Wiley, 1965) have further explored the meaning of the
equilibrium concept, and have put forward a law of stable equilibrium from
which the first and second laws may be derived.
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equilibrium is attained. Let p’, v', P’ and ¥V’ be the values of the
variables at the state of equilibrium. If the first body is momentarily
removed it will be found that its pressure and volume can be adjusted
to a second pair of values, p” and v", which will again give rise to a
state of equilibrium with the other body, which is still at P’ and V".
In fact, there are a whole sequence of states (p’, v"), (p",v"), (p",v"),
etc., of the first body, all of which are in equilibrium with the state
(P’, V') of the other.

We can thus draw a curve (Fig. 1a), with co-ordinates p and v,
which is the locus of all points which represent states of the first
body which are in equilibrium with the state (P’, V') of the second.
According to the zeroth law all states along such a curve are also in
equilibrium with each other; that is to say, two replicas of the first
body would be in equilibrium with each other if their pressures and
volumes correspond to any two points along this curve.

A similar curve (Fig. 1b) can be drawn for the second body in its
own P, V co-ordinates—that is, there is a curve which is the locus of
all states which are in equilibrium with a given state of the first body,
and therefore in equilibrium with each other. There are thus two

PV

v v
(@) ®)
Fig. 1. The curves are not drawn to the equation pv=constant
because the discussion is not limited to perfect gases.

curves, one for each body, and every state on the one curve can be
put into equilibrium with every other state on this curve, and also
with every state on the other curve. Such states thus have a property
in common and this will be called their temperature. It is consistent
with our more intuitive ideas that such states are found also to have
the same degree of hotness, as judged by the sense of touch. How-
ever, from the present point of view, this may now be regarded as
being of physiological rather than of thermodynamic interest.

The existence of the common property along the two curves—
which may now be called ¢sothermals—can be seen more clearly as
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follows. The equation to a curve concerning the variables p and v
can be expressed in the form}

f (p » V) = 0;

where 0 is a constant for all points along the curve of Fig. la. Similarly
for the other body we have F(P, V)=constant, along the curve of
Fig. 15. By inclusion of a suitable pure number in one or other of
these functions the two constants can be made numerically equal.
Therefore f@.v)=F(P,V)= 0. (1-5)
There is thus a certain function, §, of the pressure and volume of a
phase which has the same value for all states of the phase which are
in thermal equilibrium with each other and it is equal also to a func-
tion (not necessarily of the same form) of the pressure and volume of
a second phase which is in thermal equilibrium with the first. It is
this function which is called the temperature.

For example, if the first phase is a perfect gas the equation to the
curve of Fig. 1a is simply pv=constant, and if the second phase is a
gas which departs slightly from perfection, the curve of Fig. 15 can
be represented by the equation P(V — b) =constant, where b is also
a constant. Thus (1-5) may be expressed

pv PV =0b)
constant constant
and such equations are called equations of state.

Returning to the earlier discussion, there are, of course, states of
the first phase which are not in thermal equilibrium with the second
one in its state (P’, V’). Let equation (1-5) be rewritten

f@uv)=F(F, V)= 6,
then there are a whole sequence of new states (pj, v3), (p3, v3), etc.,
each of which gives rise to a state of thermal equilibrium with the
second body in the states (P, V3), (P, V), etc. These states define
two new curves, one for each body, which satisfy the relation §

f(Pz’ 'vz) =F(P2’ Vz) = 02:

and thus define a different value of the temperature 8,.§ In fact, there
is an infinite family of isothermals, some of which are shown in Fig. 2,
such that all states on corresponding curves are in equilibrium with
each other and thus define a particular temperature.

1 For example, the equation to a straight line is y—ax=constant; the
equation to a circle whose centre is at the origin is 3+ y? = constant.

$ Itis tacitly assumed that the form of the function f(p, v) is the same at the
two temperatures 6, and 0,. (The same is assumed of F(P, V).) Fortunately
there exist substances—perfect or near perfect gases—for which this is true
and one of these, such as nitrogen may be taken as the thermometric reference

substance. .
§ J(Pavs) i8 not necessarily quite the same function of p, and vy, a8

J(pwvy) is of p; and v,. The functional relationship may change over the
temperature interval, and similarly with regard to F(P, V). However this does
not affect the argument.




